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Key Points
•	� Fundamental weaknesses of AI include brittleness, embedded bias, 

catastrophic forgetting and lack of explainability.

•	� Although research is under way to address some of these issues, the 
adoption of AI techniques and models in security systems exposes 
potentially critical security systems to weaknesses/vulnerabilities such 
as these.

•	� Adversarial training is one strongly recommended approach to increase 
the robustness (i.e. reduce the brittleness) of the AI model. In this 
approach, the training dataset is extended to include adversarial 
examples representative of potential attacks on the system. However, the 
implementation of adversarial training is currently ad hoc.

•	� Given the evidence of AI weaknesses, the omission of adversarial training 
and similar hardening techniques for AI-based security systems is 
unacceptable. Standardised testing and evaluation of AI-based security 
systems is recommended. From a governance perspective, evidence of 
adversarial robustness evaluation should be a minimum requirement for 
the acceptance of an AI-based security system.

•	� The production of strong adversarial samples does not account for 
“black swan” events, i.e. random and unexpected events that have 
an extreme impact. Given that security systems tend to be designed 
to detect “old” or “known” types of attack, ways need to be found to 
manage the occurrence of “new” attacks.
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Introduction
Together with the innovations in systems and services based on 
advances in artificial intelligence (AI), the vulnerabilities associated 
with its increasing use in a broad range of areas have been reported. 
Of these vulnerabilities, embedded bias or algorithmic discrimination is 
well recognised, such as racial and gender biases in algorithmic tools 
used for recruitment decision-making, criminal risk assessment, health-
care resource allocation, etc. To address the issue of embedded bias, 
steps have been proposed such as identifying the algorithms used, 
understanding the target of the solution (e.g. considering the diversity 
and representativeness of end users and/or subjects in the data), 
assessing performance toward that goal (e.g. testing for specific target 
groups or cases of problematic use), retraining based on the performance 
assessment and introducing oversight bodies.

Beyond bias, AI systems are also recognised to suffer from brittleness 
(the inability to generalise or adapt to conditions outside a narrow set of 
assumptions),1 catastrophic forgetting (when a model has to process new 
data and can no longer classify the old data),2 and lack of explainability 
(the absence of details and reasons given by a model to make its 
functioning clear or easy to understand).3

This GCSP Strategic Security Analysis paper addresses the question of 
AI robustness4 when AI techniques and models are adopted in security 
systems. Robustness refers to the reliable operation of a system across a 
range of conditions (including attacks). Firstly, the distinction between AI 
and machine learning (ML) is highlighted, with reference to the Artificial 
Intelligence and UK National Security report.5 Whereas “general AI” refers 
to machine intelligence with the agency, reasoning and adaptability of 
a human brain, “narrow AI” refers to machine intelligence trained to 
perform narrowly defined cognitive tasks, such as playing chess, driving a 
car or translating documents. This paper addresses “narrow AI”, for which 
the terms AI and ML are used interchangeably.

Beyond bias, 
AI systems are 
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Secure machine learning
In Europe, AI systems come under the scope of the EU Cybersecurity 
Act (2019), which introduces an EU-wide cyber security certification 
framework6 for ICT products, services and processes.7 As part of this 
effort, the 2021 EU Agency for Cybersecurity (ENISA) Securing Machine 
Learning Algorithms report8 maps out a suite of security controls 
appropriate for ML algorithms. These include conventional information 
system security controls such as compliance with data security 
requirements, identity management, authentication and access control. 
The importance of maintaining security levels for ML systems at a 
standard that we should expect from traditional information systems 
should not be underestimated. We can learn a lesson here from the 
proliferation of Internet of Things (IoT) devices with inadequate basic 
security controls. It has been a struggle to retrospectively require security 
controls in the IoT domain with the UK code of practice for consumer IoT 
security only issued in 20189 and the European standard on connected 
device security following in June 202010, long after the widespread 
deployment of IoT devices.

However, while established technical, organisational and policy security 
controls can be applied to mitigate some of the vulnerabilities of ML 
algorithms, additional security controls specific to ML systems will be 
required. For example, as highlighted in the ENISA report, one of these 
ML-specific security controls could be the requirement to “include 
adversarial examples to training datasets”.11 This issue and the proposed 
security control are discussed in the following section.

Adversarial machine learning 
Adversarial machine learning (AML) is concerned with the design of 
ML algorithms that can resist security challenges, the study of the 
capabilities of attackers, and understanding the consequences of an 
attack.12 The U.S. National Cybersecurity Center of Excellence describes 
AML as “the process of extracting information about the behaviour and 
characteristics of an ML system and/or learning how to manipulate the 
inputs into an ML system in order to obtain a preferred outcome”.13 

The term “adversarial attack” refers to an attack crafted by an adversary 
targeting a learning system in order to cause its malfunction. There 
are two main approaches: (1) targeting the training phase, e.g. through 
“poisoning”, which is an adversary’s corruption of the ML system’s training 
data (in practice, the attacker might add false data to the original training 
data, but with an incorrect label such as adding a malicious software 
sample that is labelled as benign), thus reducing the likelihood of an 
attack being detected; and (2) targeting the testing (inference) phase, 
e.g. through “evasion”, which allows attackers to evade detection by 
manipulating (making small perturbations/modifications to) input samples 
to cause misclassification at test time. In practice, in an evasion attack 
the attacker might add some noise to an image to cause the ML system 
to misclassify the image, e.g. from that of a train to that of a duck.

The importance 
of maintaining 
security levels for 
ML systems at a 
standard that we 
should expect 
from traditional 
information 
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Vulnerability of AI-based  
security systems
Given that the objective of a security system is to increase security, it 
is concerning that the adoption of AI techniques and models in such 
systems exposes potentially critical security systems to vulnerabilities. 
Essentially, the introduction of AI components to a system changes its 
cyber security by expanding the attack surface with each element in the 
AI processing chain exposed to threats (e.g. data exposed to poisoning 
or the classification system exposed to an evasion attack). A detailed 
discussion of AI’s security vulnerability is presented in Comiter’s paper on 
“Attacking AI”.14 However, Comiter’s recommendation to “improve intrusion 
detection systems to better detect when assets have been compromised 
and to detect patterns of behavior indicative of an adversary formulating 
an attack” fails to recognise that these systems themselves are vulnerable 
to an adversarial attack. 

These vulnerabilities are perhaps best illustrated with some examples. 

One of the key security mechanisms in communication networks is the 
network intrusion detection system (NIDS). ML-based NIDSs are currently 
increasingly used to analyse large volumes of network traffic and detect 
previously unseen network attacks. Even with no direct access to the 
NIDS or its ML model (i.e. a black-box attack), an adversary could craft 
an evasion attack by generating network traffic with perturbed/modified 
features to resemble those of benign traffic (the ML model uses features 
of the data to determine whether there is an attack or not). In this 
way, the adversary evades detection by the NIDS. The vulnerability of 
Distributed Denial-of-Service (DDoS) detection systems to adversarial 
attack has been variously demonstrated.15 DDoS attacks are among the 
most severe threats to the security of Internet-connected systems. For 
example, the 2016 Mirai botnet infected nearly 65,000 IoT devices and 
overwhelmed websites, game servers, telecoms and anti-DDoS providers 
with massive DDoS attacks. Today, the largest attacks achieve several 
terabits per second and millions of packets per second, which can 
saturate communication links and exhaust network and online service 
resources. Their daily occurrence has a heavy impact on Internet service 
providers, financial institutions, retail services and supply chains.16 The 
implication of adversarial attacks on ML-based DDoS detection systems is 
that the very systems designed to protect the network from DDoS attack 
are themselves vulnerable to attack. Unless these security systems are 
robustly designed and evaluated, the risk of DDoS to Internet-connected 
systems will not be mitigated.

Facial recognition technology (FRT) is a type of biometric security that 
has been widely adopted for the identification of individuals. The uses 
of FRT range from individual access control systems (e.g. to confirm 
an employee’s identity to enter a secured workplace) to national and 
international security applications. The rapid adoption of FRT systems 
for both private and public use has encountered pushback in recent 
years due to controversy regarding both the collection of images used in 
FRT systems17 and remote use of FRT systems in public places18 without 
the consent of those whose images have been collected or used. Some 
of the issues relate to embedded bias, as previously discussed. There 
are multiple examples of the inaccuracy of FRT in identifying women 
and people of colour.19 In law-enforcement applications, this has led to 
erroneous identification and false arrests. 

Given that the 
objective of a 
security system 
is to increase 
security, it is 
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the adoption of 
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potentially critical 
security systems 
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FRT compares an individual’s facial features to available images for 
verification or identification purposes. The technology is based on ML 
image classification, and studies have proved the viability of poisoning 
and evasion attacks against image classification.20 The possible 
consequences of an adversarial attack on an FRT system pose a 
significant security threat. The verification or identification processes 
could be undermined, enabling fraudulent access to systems. Taking 
the adversarial attack one step further, we encounter the concept of 
deepfakes (deep learning + fakes) that use deep learning techniques 
to create visual and audio content with a high potential to deceive.21 
Deepfakes are increasingly realistic and credible, placing pressure on 
systems that rely on the veracity of an image, such as an FRT system. 
Deepfakes have already been used in spear phishing (a targeted technique 
to steal information or money or to infect a target’s device).22 Furthermore, 
similar to the monetisation of DDoS attacks through the sale of off-
the-shelf DDoS-as-a-service tools to those with limited know-how to 
launch DDoS attacks, the proliferation of deepfake-as-a-service23 can be 
expected to increasingly monetise the use of deepfakes.

As with other security systems, it is inevitable that advances in AI will 
be applied in military systems. The development and use of autonomous 
weapons systems (AWSs) is one example of this. Issues related to 
emerging technologies in the areas of LAWS (lethal AWSs) in the 
context of the objectives and purposes of the UN Convention on Certain 
Conventional Weapons are examined through the open-ended Group of 
Governmental Experts on emerging technologies in the area of LAWS. The 
vulnerabilities of AI are no different in the AWSs application. However, the 
consequences of the exploitation of such vulnerabilities could be much 
greater. Consider the potential impact of an adversarial attack leading to 
misclassification and incorrect “target” identification.

A particular issue regarding an adversarial attack is the difficulty of 
detecting it. In the example of the NIDS (see above), an evasion attack in 
which the adversary disguises an intrusion as benign traffic could delay 
the detection of the intrusion, thus enabling the attacker to move through 
the network and inflict further damage. Lateral movement has been 
automated and used in various ransomware attacks and exploits, e.g. 
WannaCry, EternalBlue and NotPetya.

To achieve their security goals, AI-based security systems must be highly 
robust. As previously noted, Comiter outlines the security vulnerability 
of AI-based systems.24 Content filters, the military, law enforcement, 
traditionally human-based tasks being replaced by AI, and civil society 
are highlighted as attractive targets for attack. AI security compliance 
programmes are proposed to protect against AI attacks modelled on 
compliance programmes in other industries, such as payment card 
industry compliance for securing payment transactions. It is further 
proposed that regulators should mandate compliance for government and 
high-risk uses of AI.

In agreement with these recommendations, a standardisation approach to 
hardening AI-based security systems is specifically recommended.

A standardisation 
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hardening AI-
based security 
systems is 
specifically 
recommended.



STRATEGIC SECURITY ANALYSIS 
SECURING AI-BASED SECURITY SYSTEMS

7

Adversarially robust ML models:  
a standardisation approach
There is extensive research on the topic of achieving adversarially robust 
ML models25 (which is also described as hardening). Techniques include 
data sanitisation to prevent data poisoning, using ensemble methods to 
combine the results of multiple classifiers in decision-making, training 
the model with features that cannot be manipulated by an attacker, and 
adversarial training (training against known adversarial examples26) to 
generate more robust classifiers.

In terms of the adversarial training approach, the training dataset is 
augmented with inputs containing adversarial perturbations/modifications, 
but with correct output labels to minimise classification errors regarding 
adversarial examples. One of the problems (which also applies to the 
development of all ML models) is whether the proposed adversarially 
robust model is, in fact, robust, or if it only demonstrates robustness 
with respect to selected adversarial attacks/examples. With RobustBench, 
Croce et al. attempt to address this issue with a benchmarking approach 
aimed at standardised adversarial robustness evaluation.27 This builds on 
earlier adversarial attack libraries and benchmarking tools28 with the goal 
of offering an honest, worst-case robustness evaluation based on strong, 
standardised attacks, with transparency regarding the reliability of the 
evaluation, and an open system that can expand to include new defences 
and evaluations using adaptive attacks. Although RobustBench focuses on 
image classification, the goals of the benchmarking framework are equally 
applicable to other domains such as the security systems described 
previously in this paper.

Standardised evaluation requires agreed datasets, threat models, 
evaluation techniques and metrics.29 A group of 12 industry and academic 
research groups have partnered to develop the Adversarial ML Threat 
Matrix, ATLAS.30 The goal is a knowledge base of how ML systems can 
be attacked. The structuring in the style of the MITRE ATT&CK matrix 
supports a recognised cyber security framework of adversary tactics 
and techniques.31 From a security perspective, this approach feeds into 
benchmarking using a suite of defined threat models. Furthermore, the 
case studies offer example implementations for raising awareness of 
the threats to ML systems. More research is required to develop the 
appropriate benchmarking for security systems.

In its 2020 technical report on Robustness and Explainability of Artificial 
Intelligence, the European Commission’s science and knowledge service, 
the Joint Research Centre (JRC) presents a policy-oriented description of 
the current perspectives of AI and its implications in society, along with a 
technical discussion of the current risks (and their mitigations) associated 
with AI focused on the aspects of robustness and explainability.32 The 
authors’ conclusions specifically recommend the establishment of good 
practices through “introducing standardized methodologies to assess the 
robustness of AI models, in particular to determine their field of action 
with respect to the data that have been used for the training, the type of 
mathematical model, or the context of use, amongst other factors”.

Given the evidence of weaknesses of AI, in the first instance, 
consideration should be given as to whether AI is appropriate for the 
security solution.33 Following such a risk assessment and the decision to 
proceed with an AI-based security system, there must be standardised 
testing and evaluation of AI-based security systems. By way of motivation, 
it can be noted that in its 2021 report on Face Recognition Vendor Testing, 

Standardised 
evaluation 
requires agreed 
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the National Institute of Standards and Technology (NIST) found that 
many FRT systems functioned without any racial or gender bias, indicating 
that fair and unbiased FRT systems are possible with sufficient effort 
and testing.34

As well as conforming with the requirements of established information 
system security controls (technical, organisational and policy), 
from a governance perspective, evidence of adversarial robustness 
evaluation should be a minimum requirement for accepting an AI-based 
security system.

Education, awareness 
and responsibilities
The Organisation for Economic Co-operation and Development (OECD) 
AI Principles promote the innovative and trustworthy use of AI.35 OECD 
AI Principle 1.4 states that “AI systems should be robust, secure and 
safe throughout their entire lifecycle so that, in conditions of normal use, 
foreseeable use or misuse, or other adverse conditions, they function 
appropriately and do not pose unreasonable safety risk”. This principle 
reflecting robustness, security and safety is also identified in the 
Microsoft Responsible AI Principles36 and in the Alan Turing Institute’s 
FAST Track Principles.37 While the general notion of risk analysis applies 
to gauge the robustness and resilience of the system, the specific risk 
of adversarial attack is emphasised with the recommendation to employ 
model-hardening techniques to mitigate the risk.

To fulfil these principles and to achieve our stated goal of standardised 
testing and evaluation, the community must be aware of them. This is 
recognised in the OECD AI Principles: “AI actors should ensure traceability, 
including in relation to datasets, processes and decisions made during 
the AI system lifecycle … appropriate to the context and consistent 
with the state of the art”38 and in the JRC report recommendation to 
“[raise] awareness among AI practitioners through the publication of good 
practices regarding to known vulnerabilities of AI models and technical 
solutions to address them”.39

We have an opportunity to do this through our education systems and 
industry-focused training programmes. In our teaching and training, we 
should develop awareness in our students of not only the scientific and 
technical aspects of AI, but also the importance of applying economic, 
legal, social, ethical and environmental considerations to issues surfaced 
by AI technologies. Awareness is the first of the principles40 on algorithmic 
transparency and accountability set out by the Association for Computing 
Machinery US Public Policy Council.41 Higher education programme 
accreditation bodies already require this approach.42 Unfortunately, both 
students and academics can undervalue the importance of these aspects 
of engineering and computer science.

Responsibility for robust, secure, and safe AI-based security systems 
spans the system lifecycle from designers and developers, through users 
and deployers of the systems, to those evaluating and governing them. 
The “Assessment List for Trustworthy AI for Self-Assessment” details 
questions to be considered in the self-evaluation of the achievement of 
technical robustness and safety that can help meet this responsibility.43

As well as 
conforming with 
the requirements 
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information 
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“Black swan” events
A “black swan” event is a random and unexpected phenomenon with 
an extreme impact. The terrorist strikes on 11 September 2001 and the 
2008 financial crisis are examples of such events. In the context of 
security systems, we generally refer to previously unseen exploits or 
attacks as zero-day attacks.44 For example, a new type of malware or 
malicious software that neither matches an existing malware signature 
nor presents a pattern resembling an existing class of malware would be 
described as zero-day malware. It would not have been previously known 
about or anticipated. An example of this is the June 2017 NotPetya cyber 
attack. This attack (using the EternalBlue and EternalRomance exploits) 
began with the compromise of a legitimate software application. A 
malicious data encryption tool was inserted into the software, and when 
organisations updated the application, the Petya code was initiated. Once 
an organisation’s machine was infected, the encryption tool was designed 
to spread rapidly across the targeted enterprise, rebooting and starting 
the encryption process. The malware was not designed to be decrypted, 
i.e. there was no way for victims to recover data once it had been 
encrypted. The consequence of this zero-day attack has been millions 
of dollars in losses to companies such as Maersk, FedEx and Merck, 
and incalculable impact due to data loss on, for example, hospitals and 
health-care institutions.

When designing and developing AI-based security systems, the testing 
and evaluation process (as described previously in this paper) determines 
the system’s capability to detect such previously unseen attacks. This is 
usually evaluated by using a test dataset on which the system has not 
been trained. However, this approach does not account for black swans. 
Current AI-based security systems are predominantly designed to detect 
“old” attacks, i.e. those that match (at least some of) the pattern of a 
previously categorised attack. Using adversarial training increases the 
attack detection capability, but is still tuned to the original attack. How 
should we prepare for the detection of “new” attacks?

In the evolution of AI-based security systems, we should recognise and 
acknowledge uncertainty. In the research towards adaptive systems in 
the image of ‘general AI’, adaptability may enable us to better detect 
‘new’ attacks. Such considerations should be taken account of in the 
design and evolution of benchmarking. This will not change the nature 
of a black swan event but may reduce the risk of cyber security black 
swans. Given the impact of AI systems on cyber security, this is of 
paramount importance.

In the evolution of 
AI-based security 
systems, we 
should recognise 
and acknowledge 
uncertainty.
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Conclusions
The vulnerabilities that affect AI techniques strongly impact the 
robustness of AI-based systems. The concern is that such systems 
can potentially exhibit uncontrolled behaviour; enable malicious or 
adversarial actors to mislead them, thus reducing their effectiveness; or 
cause a malfunction that disrupts their operation. This is of particular 
concern for AI-based security systems. Whether an evasion attack leads 
to a network intrusion going undetected, a deepfake leads to fraud 
or the violation of an access control, or misclassification leads to the 
incorrect identification of an AI-controlled weapon’s “target”, these are all 
unacceptable outcomes.

One approach to reduce the likelihood of such outcomes is to introduce 
standardised adversarial robustness benchmarking. This would involve 
required testing and evaluation based on agreed datasets, threat 
models, evaluation techniques and metrics. Responsibility for the design, 
deployment, and maintenance of robust, secure, and safe AI-based 
security systems will lie with all stakeholders, ranging from the educators 
teaching and training in AI system design, through developers building 
AI systems, to policymakers and governors specifying, selecting, or 
promoting the adoption and use of AI-based systems.

Responsibility 
for the design, 
deployment, and 
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