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Key points
•	� Advances in neuroscience and artificial intelligence (AI) are leading 

to the rapid development of neurotechnologies that are giving us 
unprecedented access to and understanding of our brains. With 
this comes the capability to decode, alter or enhance targeted 
cognitive processes.

•	� Broad positive medical applications stem from this, such as the potential 
curing of mental disorders, or the regaining of lost mobility through 
the operation of new-age prosthetics controlled with brain-computer 
interfaces. However, access to mental processes presents us with 
unprecedented privacy, ethical and security risks. 

•	� New governance frameworks to govern the development and use of 
neurotechnologies are required to ensure the risks stemming from these 
new technologies are mitigated before their broad adoption.

•	� These governance frameworks should be participatory, flexible, global, 
inclusive, multilateral and multistakeholder. Given the heterogeneity of 
the technologies in question, their applications and the actors involved 
in the field, the seamless integration of different governance instruments 
could be necessary. Additionally, these efforts should not be siloed from 
governance in seemingly separate – but converging – technological fields 
such as AI.
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Introduction
As new technologies enable the reading and modification of brain 
activity, discussions arise about their benefits and risks. The possibility 
of leveraging data acquired from the brain and influencing cognitive 
process that lie at the core of being human creates new ways to treat 
mental disorders or recover lost motor or cognitive capabilities. They also 
open the possibility for security risks at the individual and societal levels. 
This Strategic Security Analysis discusses emerging calls for a suitable 
governance framework for neurotechnologies.

Neurotechnologies: state of the art
The term neurotechnologies denotes “devices and procedures used 
to access, monitor, investigate, assess, manipulate, and/or emulate 
the structure and function of the neural systems of natural persons”.1 
Importantly, the field of neurotechnologies comprises a growing set of 
heterogeneous systems aimed at a diverse number of applications and 
end users. Examples of these systems include devices that stimulate 
the brain using electrical pulses, such as cochlear implants for 
restoring hearing capabilities or deep-brain stimulation (DBS) systems 
aimed at alleviating the symptoms of Parkinson’s disease. Another 
type of systems, termed brain-computer interfaces (BCIs), rely on AI 
algorithms to translate brain activity into information used to operate 
prosthetic devices or to infer users’ mental states. Over recent years 
neurotechnology development has proved the viability of interfacing 
the human brain with artificial systems, as the commercial success of 
cochlear implants, currently being used by more than 700,000 people, 
attests.2 In contrast, other types of neurotechnologies are still at a 
research stage and years away from reaching the market.3 BCIs are 
examples of the latter where proof-of-concept studies have shown their 
potential for controlling arm prostheses, exoskeletons, video games and 
various types of assistive technologies.

Neurotechnologies also offer the possibility of extending current human 
capacities. There is evidence that electrical stimulations to the brain 
can result in temporary improvements in memory and attention levels, 
supporting the possibility of building systems for cognitive enhancement. 
These systems could be used to enhance educational outcomes (as was 
reportedly tested in a programme in Chinese schools to improve work 
efficiency) or to counter age-related cognitive decline.4 These potential 
applications, powered by breakthroughs in neuroscience, advanced 
materials, big data, and AI, have sparked great interest from research 
organisations, technology-based companies, investors, and governments. 

Analysis of the opportunities and risks resulting from the growing 
development of neurotechnologies and efforts to design suitable 
governance mechanisms should take into consideration the complex 
ecosystem in which technology is developed. Neurotechnology systems 
can target multiple users and be used for multiple purposes, including 
medical and military applications and direct-to-consumer products.5 
Hence, the neurotechnologies ecosystem comprises public and private 
research organisations, technology-oriented companies, providers of 
medical services, public health systems, military forces, insurance 
companies, and clinical and consumer regulatory bodies. These 
stakeholders and application fields have distinct development procedures 
and very different oversight mechanism requirements. This is illustrated 
by the contrast between the established processes and regulatory 
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frameworks that apply to the development of medical technology, on 
the one hand, and the weaker regulation and rapid cycles of product 
development that characterise the consumer technology sector, on the 
other hand.6

Notably, neurotechnology-enabled solutions are the result of integrating 
several elements that fulfil the functions of recording brain activity, 
processing data using AI, transferring information via dedicated networks 
or the Internet, and operating an external device such as a prosthetic 
device or computer program.7 Each of these elements uses technologies 
that can be at different stages of technological maturity, ranging from 
well-established and proven technologies to recently developed sensors 
that have only been tested in research laboratories or on non-human 
animals. Furthermore, a single system can combine elements developed 
for both clinical and consumer applications, as is the case in recent 
systems that use virtual-reality headsets for rehabilitation purposes. 

Several analyses document concerns regarding the use and adoption of 
neurotechnologies.8 These systems increasingly rely on the analysis of 
data and the use of AI algorithms to infer information about the user; 
in fact, the fields of neuroscience and AI are inextricably linked. Modern 
AI techniques not only borrow a great deal of their language from brain 
sciences (the term “artificial neural networks”, for example), but are 
often expressly modelled on biological neural networks that make up our 
brain.9 Understanding the inner workings of the brain has helped pave 
the way for many of the advances in the field of AI. A reciprocal process 
is now also true: advances in AI are now converging with neuroscience 
to optimise neurotechnologies and enable better human-machine 
interaction.10 AI is indeed foundational to bidirectional brain-computer 
communication, with algorithms enabling the mapping of the brain, the 
deciphering of brain signals and the improvement of their translation into 
specific outputs.11 While the convergence of the two technologies enables 
neurotechnologies to benefit from the opportunities provided by AI, it also 
enables the transfer of risks associated with the latter technology. 

AI systems are, for example, prone to algorithmic biases, which have 
been identified in applications such as facial recognition,12 hiring 
processes13 and surveillance.14 The risk of bias in neurotechnologies is 
considerable, since they rely on neuroscientific knowledge that has 
been documented as lacking diversity. The fact that most research and 
development activities are undertaken in high-income countries results 
in theoretical and empirical studies of the brain that do not reflect the 
global population. In addition, gender differences are currently poorly 
understood or addressed at the medical15 and neuroscientific levels.16 As 
a result, neurotechnology systems may perform differently depending on 
the race, gender or other characteristics of the user. Complementarily, 
the tendency of current AI algorithms to rely on massive amounts of data 
creates a drive for the collection of large amounts of brain data. China, for 
instance, has already started using various neurotechnology devices on its 
citizen to improve various human tasks, while at the same time allowing 
the Chinese government to start collecting brain data about the country’s 
population.17 As a result, neurotechnologies will also be affected by the 
threats associated with big data such as cyber security, privacy breaches 
or profiling applications. 

Neurotechnologies create the possibility of interacting directly with 
the brain, which is intrinsically linked to the individual’s personality 
and selfhood. This brings a new range of risks that are specific to the 
very nature of these systems. The advent of increasingly sophisticated 
BCIs opens the possibility of granting access to personal sensitive 
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information to third parties, potentially without the knowledge or 
consent of the individual concerned. This constitutes a novel threat 
to so-called mental privacy. Also, effecting changes in behaviour or 
cognition using neurotechnology devices is the rationale for their use as 
therapeutic interventions. However, these approaches can also generate 
unintended changes, as evidenced by reported side effects affecting 
personality, identity and autonomy resulting from DBS treatments.18 
These neurotechnology-induced changes, either unintended or due to 
malicious practice, constitute a threat to the mental integrity of those 
being treated. The possibility of using neurotechnologies for enhancing 
human capabilities also raises the question of accessibility and fairness. 
Indeed, effective mechanisms for cognitive enhancement will likely 
provide unfair advantages to the individuals who have access to them. 
This can exacerbate differences between populations sectors at different 
socioeconomic levels. It can also result in social pressures to use 
these systems, because they may improve individuals’ educational or 
professional opportunities.

As is usually the case with emerging technologies, we currently lack all 
the knowledge necessary to precisely assess and mitigate these risks. 
Some only materialise once the systems are used by a large sector of 
the population, while others may take some time to materialise or even 
be the outcome of a repurposing of their functions by malicious actors.19 
Hence, continuous monitoring and evaluation of the opportunities 
and risks generated by neurotechnologies are crucial to better 
guide research, development, and governance efforts. Technological 
convergence makes the impact of emerging technologies increasingly 
unpredictable, disruptive and complex.20 The further intertwining of AI 
and neurotechnologies complicates the understanding and anticipation of 
long-term effects and risks. However, existing efforts in AI regulation can 
provide valuable insights to guide the development of ways of governing 
neurotechnologies.21 Siloed governance frameworks treating technologies 
as independent and separated therefore proves ill-suited to apprehend 
risks stemming from the convergence of these technologies.

Governance of neurotechnologies
The unique risks presented by the development of neurotechnologies 
have increasingly been met with calls for appropriate governance 
frameworks to be formed around the research, development and 
deployment of these technologies. As the scientific field advances, 
and the risks become clearer, these calls have multiplied. The current 
landscape of neurotechnology governance is highly diversified, ranging 
from ethical recommendations and guidance documents for research 
and innovation to international soft-law mechanisms and emerging 
binding legislation.

Main actors and calls for governance
A wide array of actors are shaping the future of neuroscience and 
neurotechnologies in terms of their development, the promotion 
of responsible innovation, and their governance. These include 
intergovernmental and international organisations such as the 
Organisation for Economic Co-operation and Development (OECD), the 
Council of Europe, and the United Nations Educational, Scientific and 
Cultural Organization (UNESCO), as well as professional organisations 
such as the Institute of Electrical and Electronics Engineers (IEEE). 
Research for national security purposes is also conducted, as exemplified 
by various US Defense Advanced Research Projects Agency (DARPA) 
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projects.22 These efforts are complemented by international initiatives 
such as the Neurorights Foundation or the Neuroethics Society. Similarly, 
research is being conducted across the globe, not only nationally with 
several “brain initiatives” such as the US Brain Initiative, the China 
Brain Project, or the Australian Brain Alliance, among others, but also 
internationally with initiatives such as the International Brain Initiative, or 
the European Union (EU) Human Brain Project. Private sector actors such 
Neuralink and Kernel complement the pool of actors in the field by also 
being key players in the research and development of neurotechnologies. 
For instance, in December 2022 Neuralink announced that it was ready 
to conduct experiments on humans in six months.23 Meta (formerly 
Facebook) was also pursuing brain-computer interfacing research until 
it discontinued its efforts in 2021, because it deemed the path to market 
was too long for such technologies.24

Due to the diversity of the actors in this field, calls for governance are 
already multiplying into a constellation of parallel efforts, differing in 
breadth, scope, nature and aim. Perhaps the most notable example of 
such an effort is the OECD Recommendation on Responsible Innovation 
in Neurotechnology. While the document is a non-binding “soft law”,25 as 
the first negotiated international statement on the issue it represents 
an important step in international efforts to govern neurotechnologies 
and can serve as a normative framework forming the basis for future 
developments in this area.26 The recommendation is the result of a five-
year multistakeholder process coordinated by the OECD Working Party 
on Biotechnology, Nanotechnology and Converging Technologies. It 
seeks to “guide governments and innovators to anticipate and address 
ethical legal, and social challenges raised by novel neurotechnologies 
while promoting innovation in the field”.27 The recommendation puts 
forward nine principles for steering responsible innovation and research 
by governments, universities, companies and investors. By focusing 
on responsible innovation, this governance effort seeks to address a 
key dilemma in technology governance: “governing too early can stifle 
innovation but governing further downstream may be too late to influence 
how technology operates in society”.28

The Council of Europe, Europe’s foremost human rights organisation, 
released a Strategic Action Plan on Human Rights and Technologies in 
Biomedicine in 2020. The action plan seeks to address the key challenges 
posed by technological developments in biomedical practices. Key parts 
of the plan are the support for governance in this field and the alignment 
of innovation with social goals and values. The document emphasises 
that it is “necessary to change the way in which technologies with 
an application in biomedicine are governed. Governance models are 
required to guarantee that the protection of human rights is a guiding 
consideration throughout the entire process of research, development, 
and application”.29 In 2021 the UNESCO International Bioethics Committee 
(IBC) released a report on the ethical issues related to neurotechnologies. 
The report recommends that UN member states should adopt laws 
to regulate neurotechnologies and protect mental integrity. It also 
recommends the promotion of education and empowerment among 
the public regarding these technologies, and the right of individuals to 
have access to or refuse the use of neurotechnologies.30 The report calls 
for companies to adopt codes of conduct for responsible research and 
innovation, and for media to objectively inform the public on related 
issues. Both the Council of Europe and the UNESCO IBC address the 
governance of neurotechnologies from the perspective of human rights. 
The Council of Europe proposes to assess whether the existing human 
rights regime sufficiently protect society against these new risks or if 
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new rights – termed neurorights – are needed.31 The UNESCO report 
encourages UN member states to guarantee neurorights as a basic part 
of developing appropriate legal frameworks for the use and production 
of neurotechnologies.

The concept of neurorights was simultaneously proposed in 2017 by 
Roberto Adorno and Marcello Ienca in Zurich, and a group led by Rafael 
Yuste in the United States.32 This idea has been championed since by 
the Neurorights Foundation which advocates for the establishment 
of neurorights to safeguard the human mind more appropriately. This 
approach therefore proposes expanding the current human rights 
framework and including new human rights relating to our minds: so-
called “neurorights”. Additionally, the Neurorights Foundation is currently 
drafting a “Technocratic Oath”, constituting an ethical framework 
for entrepreneurs, scientists, companies and investors developing 
neurotechnologies.33 While the concept of neurorights has received 
much acclaim and even inspired legislation, the idea of extending human 
rights to govern the mind by enshrining neurorights is not unanimously 
accepted as the right governance approach to mitigate the risks inherent 
in neurotechnologies.34 Some critics argue that national and international 
legal systems already protect freedom, consent, equality, privacy and 
other concepts that neurorights claim to be able to better protect. They 
therefore question the need to create a new category of human rights.35 

The efforts to govern neurotechnologies have not been only confined 
to international foundations, organisations and research groups. 
Governments around the globe are also starting to engage in these 
discussions to varying degrees. The most notable and often-cited 
example is the Chilean constitutional amendment that legally protects 
Chilean citizens’ neurorights. Inspired by the above-mentioned efforts of 
the Neurorights Foundation, passed in the Senate and signed into law by 
the Chilean president, the amendment legally protects mental privacy 
and free will, and asserts non-discrimination in the provision of access 
to the technology.36 Furthermore, an additional bill to the constitutional 
amendment, still under review by the Chilean Congress, would establish 
that neurotechnology devices – even those intended for commercial and 
entertainment use – should be subject to the same regulation as medical 
devices. Additionally, it would define neural data as a human organ, 
hereby prohibiting its sale and purchase.37

While the Chilean approach has garnered praise for pioneering the 
protection of neurorights, it has also received some criticisms.38 Some 
critics state that the implementation of this framework may conflict 
with existing disability rights.39 Others have argued that that method of 
regulation is both excessively heavy handed and too premature relative 
to the maturity of the technology and our understanding of some of 
the concepts the legislation seeks to govern.40 For example, free will is 
not an agreed-upon concept, which makes efforts to protect it legally 
questionable.41 Other concepts like mental integrity and psychic continuity 
are equally murky concepts.42 A strict interpretation of the former, for 
instance, could potentially prevent neurosurgeons from conducting brain 
surgeries.43 Moreover, critics argue that legislating this early in the life of a 
technology will stifle innovation. Such criticisms do not inherently mean 
that all “hard-law” approaches to governing neurotechnologies should 
be abandoned. Rather, it shows that legislative efforts need to be lean 
and flexible enough to be updated as the technology progresses and our 
understanding of its effects evolves. This would make legislation more 
future proof, while preventing efforts to manage innovation from being 
overly restrictive. 
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Other governments have adopted a softer governance approach. Spain 
recently adopted a Digital Rights Charter, which will articulate what it 
calls a “reference framework” to guarantee citizens’ rights in “the new 
digital age”.44 As such, the document is not a regulation or a new body of 
legislation, but aims to be used as a reference guide for future actions 
by Spanish authorities.45 While the charter focuses on “digital rights” very 
broadly, it does mention neurotechnology and neurorights in particular in 
one of its articles.46 The “guidance” approach has also been utilised in the 
United States, notably with the guidance document issued by the Food 
and Drug Administration (FDA), which describes it as “leapfrog guidance”47 
to guide early regulatory efforts while the FDA collects the necessary 
knowledge/evidence for future regulations in this field. The need for 
“leapfrog guidance” – i.e. for an anticipatory form of regulation that 
precedes the maturity of the technology – demonstrates an appreciation 
of the need to anticipate governance vis-à-vis the development of 
neurotechnologies and not wait for the most disruptive kind to be 
developed and brought to market before commencing regulatory efforts.

Neurotechnologies and the private sector
Across Organisation for Economic Co-operation and Development (OECD) 
countries, the private sector is responsible for 70% of all research and 
development.48 However, there has been little systematic uptake of ethical 
recommendations and responsible innovation initiatives in this sector 
relative to the public sector.49 The importance of the private sector in 
the development and deployment of new neurotechnologies shows that 
suitable governance frameworks need to be both flexible and relevant to 
the sector’s dynamics. However, the limited impact that current ethical 
recommendations and responsible innovation initiatives have had in the 
private sector shows that they might have missed the mark and have 
limited utility outside public sector research.50

A patchwork of frameworks that lack tangible implementation measures 
often means that corporations are left to self-regulate. If the recent 
issues that have plagued technology giants are anything to go by, 
corporations, when left alone, cannot always be trusted to act in ways 
that avoid harm at the societal or individual level. In fact, the potential 
misuse of technologies or worries over their broader negative societal 
consequences do not translate well into corporate logic and shareholder 
concerns.51 Additionally, the concepts they are often asked to abide by in 
recommendations are often vague and difficult to operationalise.

Geopolitics of neurotechnology governance
The development of neurotechnologies – and by extension the 
development of governance frameworks for them – does not take place 
in a geopolitical vacuum. Both processes are driven by geopolitical 
interests and by the desire of global powers to be leaders in this field. 
The successful articulation of an international governance framework 
for neurotechnologies and the regulations it would contain are therefore 
highly contingent on geopolitical rivalries. The dual-use nature of 
neurotechnologies, which have both military and civilian applications, 
means that global powers worldwide are interested in the advantages 
that technological advances in this field can have in terms of national 
security and military superiority.52 Offensively, neurotechnologies could 
be deployed on the battlefield to gain strategic and tactical advantages. 
BCIs could augment soldiers’ capacities both physically if connected to 
exoskeletons or cognitively through the control of emotions or heightening 
of awareness.53 Advances in BCIs could also accelerate human-machine 
teaming, enabling the seamless integration of human soldiers with 

The development of 
neurotechnologies 
– and by extension 
the development 
of governance 
frameworks for 
them – does not 
take place in 
a geopolitical 
vacuum.



STRATEGIC SECURITY ANALYSIS 
NEUROTECHNOLOGIES: THE NEW FRONTIER FOR INTERNATIONAL GOVERNANCE

10

robotic equipment creating centaur soldiers.54 Military neurotechnologies 
could therefore be the only way in which “augmented” human soldiers 
could stay relevant on the battlefields of tomorrow, as the tempo of 
war accelerates and the information soldiers need to process increases 
concomitantly with cognitive overload. Furthermore, neurotechnologies 
have the potential to drastically alter the way wars will be waged in the 
future by highlighting the predominance of the cognitive domain over the 
other domains of war.55 Ultimately, national security interests sometimes 
trump the desire to strictly govern some dual-use technologies.56 Major 
military powers might therefore be hesitant to forgo some of the more 
disruptive neurotechnologies due to fears of falling behind relative to 
others, which would in turn dilute most international governance efforts.

It is also important to note the relative geographical concentration of 
the development of neurotechnologies in a few (mainly Western, with 
the exception of China) countries worldwide. These technologies will, 
however, have global impacts, so it is primordial that international 
regulatory efforts are truly participatory and inclusive of views from 
all over the world, not only from the few wealthy nations leading 
the development of these technologies. This will ensure the most 
comprehensive global protection from the most disruptive effects of 
neurotechnologies. 

Conclusion and recommendations
As this Strategic Security Analysis shows, most neurotechnologies are 
still in their infancy, but have the potential to disrupt how humans 
interact with each other and with machines. Some applications of 
neurotechnologies could change what it means to be human. This 
requires a global discussion about the ethical standards that these 
technologies should rely on and about setting limitations on certain uses. 
This study therefore provides the following five recommendations to 
guide any governance system designed to ensure that the development of 
neurotechnologies will benefit humanity and not undermine it. 

Recommendation 1: The future evolution of neurotechnologies is 
difficult to characterise and predict. Their advance will be potentiated 
by breakthroughs in AI and other enabling technologies. Moreover, 
neurotechnology-based solutions will be subjected to different regulatory 
regimes depending on whether they focus on medical, consumer or 
military applications. Evidence-based policymaking to control the rapid 
developments in this field requires reliable and unbiased sources of 
qualitative and quantitative information. Hence, it will be important to 
develop tools and means for allowing the up-to-date, comprehensive 
monitoring of trends in the development of neurotechnologies, their 
reported or foreseen impacts, and existing policy instruments. These tools 
can build on existing precedents such as the OECD STIP Compass,57 the 
UNESCO GO->SPIN Global Observatory58 or the EU Observatory for ICT 
Standardisation,59 and provide neurotechnology-specific information.

Recommendation 2: Given the breadth of neurotechnology applications 
and the diversity of involved stakeholders, existing approaches to 
devising governance mechanisms may not be well suited to the 
evolution of this field. Innovative governance approaches are required to 
steer development and innovation in a responsible way. The seamless 
integration of a range of different governance instruments may be 
necessary to provide the reach and agility required to address the 
heterogeneity of the systems in question. This may take the form of 
a coherent suite of international soft-law instruments, legally binding 
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treaties and laws, regulatory frameworks, technical standards, and 
ethical recommendations.

Recommendation 3: The development of a governance framework for 
neurotechnologies should be undertaken through a global, multilateral 
and multistakeholder process. The extent of the risks and benefits 
characterising the field and its geopolitical importance require wide 
agreement on the general principles and limits that should rule 
neurotechnologies. This process should aim at establishing a broadly 
accepted governance framework that facilitates the economically viable 
innovation of neurotechnologies that respect human dignity and promote 
sustainable development. This process should be characterised by 
diversity and inclusion to ensure that all sectors of society are properly 
represented, in particular minorities and people susceptible to being 
disproportionately affected by the new technologies. Geopolitical rivalries 
should not lead to a downgrading of ethical standards in order to gain 
military or power advantages.

Recommendation 4: Technological convergence means that discussions 
of governance systems for various emerging technologies should not 
be siloed and take place independently from each other. Discussions 
on the governance of neurotechnologies should therefore be aware of 
and coordinated with the corresponding discussions on the governance 
of other topics such as AI, data protection and privacy, bioethics, and 
bioweapons. 

Recommendation 5: There is a need for increasing general awareness 
of the present and foreseen impact of neurotechnologies. All sectors 
of society will be impacted by these technologies and should therefore 
participate in the development of their governance mechanisms. 
Increasing efforts should be made to convey information on the state 
of neurotechnology-related developments and their impacts on society 
at large. Thus, journalists and media, policymakers, and organisational 
leaders need to be equipped with a clear and balanced understanding of 
neurotechnology advances and uses.

Technological 
convergence means 
that discussions 
of governance 
systems for 
various emerging 
technologies 
should not be siloed 
and take place 
independently from 
each other.



STRATEGIC SECURITY ANALYSIS 
NEUROTECHNOLOGIES: THE NEW FRONTIER FOR INTERNATIONAL GOVERNANCE

12

Endnotes
1	 �OECD (Organisation for Economic Co-operation and Development), 

Recommendation of the Council on Responsible Innovation in 
Neurotechnology, OECD/LEGAL/0457, 11 December 2019, https://
legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0457.

2	 �National Institute on Deafness and Other Communication Disorders, 
“Cochlear Implants”, n.d., https://www.nidcd.nih.gov/health/cochlear-
implants.

3	 �WIPO (World Intellectual Property Organization), WIPO Technology Trends 
2021: Assistive Technologies, Geneva, 2021, doi.org/10.34667/tind.42582. 

4	 �Y. Wang et al., “China’s Efforts to Lead the Way in AI Start in Its 
Classrooms”, Wall Street Journal, 24 October 2019, https://www.
wsj.com/articles/chinas-efforts-to-lead-the-way-in-ai-start in-its-
classrooms-11571958181.

5	 �M.N. Tennison and J.D. Moreno, “Neuroscience, Ethics and National 
Security: The State of the Art”, Plos Biology, Vol.10(3), 2012, https://
doi.org/10.1371/journal.pbio.1001289; R.C. Bruner and F. Lentzos, 
“Militarizing the Mind: Assessing the Weapons of the Ultimate Battlefield”, 
BioSocieties, Vol.14, 2019, pp.94-122, https://doi.org/10.1057/s41292-018-
0121-4.

6	 �M. Ienca et al., “Brain Leaks and Consumer Neurotechnology”, Nature 
Biotechnology, Vol.36, 2018, pp.805-810, https://pubmed.ncbi.nlm.
nih.gov/30188521/; A. Wexler and P.B. Reiner, “Oversight of Direct-to-
consumer Neurotechnologies”, Science, Vol.363(6424), 2019, pp.234-235, 
doi: 10.1126/science.aav0223.

7	 �R. Chavarriaga (ed.),  Standards Roadmap: Neurotechnologies for Brain-
Machine Interface, IEEE Standards Association, 2020, https://standards.
ieee.org/wp-content/uploads/import/documents/presentations/ieee-
neurotech-for-bmi-standards-roadmap.pdf. 

8	 �K.M. Ramos et al., “The NIH BRAIN Initiative: Integrating Neuroethics 
and Neuroscience”, Neuron, Vol.101(3), 2019, pp.394-398, doi: 10.1016/j.
neuron.2019.01.024. PMID: 30731065; M. Ienca et al., “Towards a 
Governance Framework for Brain Data”, Neuroethics, Vol.15(20), 2022, 
https://link.springer.com/article/10.1007/s12152-022-09498-8.

9	 �M. Ienca, “Neuroethics Meets Artificial Intelligence”, SfN Neuronline, 
22 January 2020, https://neuronline.sfn.org/professional-development/
neuroethics-meets-artificial-intelligence. 

10	 �M. Ienca and K. Ignatiadis, “Artificial Intelligence in Clinical 
Neuroscience: Methodological and Ethical Challenges”, AJOB 
Neuroscience, Vol.11(2), 2020, pp.78-87, https://www.tandfonline.com/
doi/epub/10.1080/21507740.2020.1740352?needAccess=true; J.M. Rickli 
and F. Mantellassi, “Human-Machine Teaming in Artificial Intelligence-
Driven Air Power: Future Challenges and Opportunities in the Air Force”, 
Air Power Journal, 2022, https://www.diacc.ae/resources/2022_Jean_Marc_
Rickli_Federico_Mantellassi_Human-Machine_Teaming_Air_Power.pdf. 

11	 �Ienca and Ignatiadis, 2020. 

12	 �R. van Noorden, “The Ethical Questions that Haunt Facial-recognition 
Research”, Nature, Vol.587, 2020, pp.354-358, doi: https://doi.org/10.1038/
d41586-020-03187-3.  

13	 �J. Schulte, “AI-assisted Recruitment Is Biased. Here’s How to Make It More 
Fair,” World Economic Forum, 9 May 2019, https://www.weforum.org/
agenda/2019/05/ai-assisted-recruitment-is-biased-heres-how-to-beat-
it/; J. Dastin, “Amazon Scraps Secret AI Recruiting Tool that Showed Bias 
against Women”, Reuters, 11 October 2018, https://www.reuters.com/
article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-
ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G; 
N. Parikh, “Understanding Bias in AI-Enabled Hiring”, Forbes, 14 October 
2021, https://www.forbes.com/sites/forbeshumanresourcescouncil/ 
2021/10/14/understanding-bias-in-ai-enabled-hiring/. 

14	 �K. Johnson, “The Hidden Role of Facial Recognition Tech in Many Arrests”, 
Wired, 7 March 2022, https://www.wired.com/story/hidden-role-facial-
recognition-tech-arrests/.

15	 �US Government Accountability Office, Drug Safety: Most Drugs Withdrawn 
in Recent Years Had Greater Health Risks for Women, Washington, DC, 19 
January 2001, https://www.gao.gov/products/gao-01-286r; K. Burrowes, 
“Gender Bias in Medicine and Medical Research Is Still Putting Women’s 
Health at Risk”, The Conversation, 7 March 2021, https://theconversation.
com/gender-bias-in-medicine-and-medical-research-is-still-putting-
womens-health-at-risk-156495; E. Cleghorn, “Medical Myths about Gender 
Roles Go Back to Ancient Greece. Women Are Still Paying the Price Today”, 
Time, 17 June 2021, https://time.com/6074224/gender-medicine-history/. 

16	 �A.K. Beery and I. Zucker, “Sex Bias in Neuroscience and Biomedical 
Research”, Neuroscience Biobehavioral Review, Vol.35(3), 2022, pp.565-572, 
doi: 10.1016/j.neubiorev.2010.07.002. 

17	 �S. Chen, “Forget the Facebook Leak: China Is Mining Data Directly from 
Workers’ Brains on an Industrial Scale”, South China Morning Post, 29 April 
2018, https://www.scmp.com/news/china/society/article/2143899/forget-
facebook-leak-china-mining-data-directly-workers-brains. 

18	 �P. Zuk, “Can Deep Brain Stimulation Make You a ‘Different Person’?”, 
Center for Medical Ethics and Health Policy, Baylor College of Medicine, 
27 July 2018, https://blogs.bcm.edu/2018/07/27/can-deep-brain-
stimulation-make-you-a-different-person/; M. Schermer, “Ethical Issues 
in Deep Brain Stimulation”, Frontiers in Integrative Neuroscience, Vol.5(17), 
2011, doi: 10.3389/fnint.2011.00017; F. Gilbert et al., “I Miss Being Me: 
Phenomenological Effects of Deep Brain Stimulation”, AJOB Neuroscience, 
Vol.8(2), 2017, pp.96-109, doi: 10.1080/21507740.2017.1320319.

19	 �J.M. Rickli, “Neurotechnologies and Future Warfare”, Nanyang 
Technological University, Singapore, 7 December 2020, https://www.
rsis.edu.sg/rsis-publication/rsis/ai-governance-and-military-affairs-
neurotechnologies-and-future-warfare/?fbclid=IwAR0o1hCMvNdSq-okuR0
c0LG6T0JPUipkCRBa8rcJDL2iO7cvx0_AlCNU1k0#.YIsSiS1h3Ea.

20	 �E. Pauwels,  “The New Geopolitics of Converging Risks: The UN and 
Prevention in the Era of AI”, UN University Centre for Policy Research, 
2019, https://collections.unu.edu/eserv/UNU:7308/PauwelsAIGeopolitics.
pdf. 

21	 �S.E. Berger et al., “Addressing Neuroethics Issues in Practice: Lessons 
Learnt by Tech Companies in AI Ethics”, Neuroview, Vol.110(13), 2022, 
pp.2025-2056, doi: https://doi.org/10.1016/j.neuron.2022.05.006.

22	 �For some examples of neurotechnology-related DARPA programmes, see 
Next Generation Nonsurgical Neurotechnology (N3), https://www.darpa.
mil/program/next-generation-nonsurgical-neurotechnology, and Neural 
Engineering System Design (NESD), https://www.darpa.mil/program/
neural-engineering-system-design.

23	 �Forbes, “Elon Musk’s Neuralink Brain Implant Could Begin Human Trials 
in 2023”, 7 December 2022, https://www.forbes.com/sites/qai/2022/12/07/
elon-musks-neuralink-brain-implant-could-begin-human-trials-in-2023/.

24	 �A. Regalado, “Facebook Is Ditching Its Plans to Make an Interface that 
Reads the Brain”, MIT Technology Review, 14 July 2021, https://www.
technologyreview.com/2021/07/14/1028447/facebook-brain-reading-
interface-stops-funding/. 

25	 �“Soft law”, in contrast to “hard law”, is used to denote agreements, 
principles, declarations, etc. that are not legally binding. These are 
primarily found in the international sphere. One such example is a UN 
General Assembly resolution. 

26	OECD, 2019.

27	 Ibid.

https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0457
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0457
https://www.nidcd.nih.gov/health/cochlear-implants
https://www.nidcd.nih.gov/health/cochlear-implants
https://www.wsj.com/articles/chinas-efforts-to-lead-the-way-in-ai-start in-its-classrooms-11571958181
https://www.wsj.com/articles/chinas-efforts-to-lead-the-way-in-ai-start in-its-classrooms-11571958181
https://www.wsj.com/articles/chinas-efforts-to-lead-the-way-in-ai-start in-its-classrooms-11571958181
https://doi.org/10.1371/journal.pbio.1001289
https://doi.org/10.1371/journal.pbio.1001289
https://doi.org/10.1057/s41292-018-0121-4
https://doi.org/10.1057/s41292-018-0121-4
https://pubmed.ncbi.nlm.nih.gov/30188521/
https://pubmed.ncbi.nlm.nih.gov/30188521/
https://standards.ieee.org/wp-content/uploads/import/documents/presentations/ieee-neurotech-for-bmi-standards-roadmap.pdf
https://standards.ieee.org/wp-content/uploads/import/documents/presentations/ieee-neurotech-for-bmi-standards-roadmap.pdf
https://standards.ieee.org/wp-content/uploads/import/documents/presentations/ieee-neurotech-for-bmi-standards-roadmap.pdf
https://link.springer.com/article/10.1007/s12152-022-09498-8
https://neuronline.sfn.org/professional-development/neuroethics-meets-artificial-intelligence
https://neuronline.sfn.org/professional-development/neuroethics-meets-artificial-intelligence
https://www.tandfonline.com/doi/epub/10.1080/21507740.2020.1740352?needAccess=true
https://www.tandfonline.com/doi/epub/10.1080/21507740.2020.1740352?needAccess=true
https://www.diacc.ae/resources/2022_Jean_Marc_Rickli_Federico_Mantellassi_Human-Machine_Teaming_Air_Power.pdf
https://www.diacc.ae/resources/2022_Jean_Marc_Rickli_Federico_Mantellassi_Human-Machine_Teaming_Air_Power.pdf
https://doi.org/10.1038/d41586-020-03187-3
https://doi.org/10.1038/d41586-020-03187-3
https://www.weforum.org/agenda/2019/05/ai-assisted-recruitment-is-biased-heres-how-to-beat-it/
https://www.weforum.org/agenda/2019/05/ai-assisted-recruitment-is-biased-heres-how-to-beat-it/
https://www.weforum.org/agenda/2019/05/ai-assisted-recruitment-is-biased-heres-how-to-beat-it/
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.forbes.com/sites/forbeshumanresourcescouncil/2021/10/14/understanding-bias-in-ai-enabled-hiring/
https://www.forbes.com/sites/forbeshumanresourcescouncil/2021/10/14/understanding-bias-in-ai-enabled-hiring/
https://www.wired.com/story/hidden-role-facial-recognition-tech-arrests/
https://www.wired.com/story/hidden-role-facial-recognition-tech-arrests/
https://www.gao.gov/products/gao-01-286r
https://theconversation.com/gender-bias-in-medicine-and-medical-research-is-still-putting-womens-health-at-risk-156495
https://theconversation.com/gender-bias-in-medicine-and-medical-research-is-still-putting-womens-health-at-risk-156495
https://theconversation.com/gender-bias-in-medicine-and-medical-research-is-still-putting-womens-health-at-risk-156495
https://time.com/6074224/gender-medicine-history/
https://www.scmp.com/news/china/society/article/2143899/forget-facebook-leak-china-mining-data-directly-workers-brains
https://www.scmp.com/news/china/society/article/2143899/forget-facebook-leak-china-mining-data-directly-workers-brains
https://blogs.bcm.edu/2018/07/27/can-deep-brain-stimulation-make-you-a-different-person/
https://blogs.bcm.edu/2018/07/27/can-deep-brain-stimulation-make-you-a-different-person/
https://www.rsis.edu.sg/rsis-publication/rsis/ai-governance-and-military-affairs-neurotechnologies-and-future-warfare/?fbclid=IwAR0o1hCMvNdSq-okuR0c0LG6T0JPUipkCRBa8rcJDL2iO7cvx0_AlCNU1k0#.YIsSiS1h3Ea
https://www.rsis.edu.sg/rsis-publication/rsis/ai-governance-and-military-affairs-neurotechnologies-and-future-warfare/?fbclid=IwAR0o1hCMvNdSq-okuR0c0LG6T0JPUipkCRBa8rcJDL2iO7cvx0_AlCNU1k0#.YIsSiS1h3Ea
https://www.rsis.edu.sg/rsis-publication/rsis/ai-governance-and-military-affairs-neurotechnologies-and-future-warfare/?fbclid=IwAR0o1hCMvNdSq-okuR0c0LG6T0JPUipkCRBa8rcJDL2iO7cvx0_AlCNU1k0#.YIsSiS1h3Ea
https://www.rsis.edu.sg/rsis-publication/rsis/ai-governance-and-military-affairs-neurotechnologies-and-future-warfare/?fbclid=IwAR0o1hCMvNdSq-okuR0c0LG6T0JPUipkCRBa8rcJDL2iO7cvx0_AlCNU1k0#.YIsSiS1h3Ea
https://collections.unu.edu/eserv/UNU:7308/PauwelsAIGeopolitics.pdf
https://collections.unu.edu/eserv/UNU:7308/PauwelsAIGeopolitics.pdf
https://doi.org/10.1016/j.neuron.2022.05.006
https://www.darpa.mil/program/next-generation-nonsurgical-neurotechnology
https://www.darpa.mil/program/next-generation-nonsurgical-neurotechnology
https://www.darpa.mil/program/neural-engineering-system-design
https://www.darpa.mil/program/neural-engineering-system-design
https://www.forbes.com/sites/qai/2022/12/07/elon-musks-neuralink-brain-implant-could-begin-human-trials-in-2023/
https://www.forbes.com/sites/qai/2022/12/07/elon-musks-neuralink-brain-implant-could-begin-human-trials-in-2023/
https://www.technologyreview.com/2021/07/14/1028447/facebook-brain-reading-interface-stops-funding/
https://www.technologyreview.com/2021/07/14/1028447/facebook-brain-reading-interface-stops-funding/
https://www.technologyreview.com/2021/07/14/1028447/facebook-brain-reading-interface-stops-funding/


STRATEGIC SECURITY ANALYSIS 
NEUROTECHNOLOGIES: THE NEW FRONTIER FOR INTERNATIONAL GOVERNANCE

13

28	 �D. Winickoff. “Neurotechnology at the OECD: The role of the private sector 
in governance”, Annales des Mines- Réalités Industrielles, 2021. https://www.
cairn.info/revue-realites-industrielles-2021-3-page-7.htm?ref=doi.

29	 �Council of Europe Committee on Bioethics, Strategic Action Plan 
on Human Rights and Technologies in Biomedicine (2020-2025), 
2020, https://rm.coe.int/CoERMPublicCommonSearchServices/
DisplayDCTMContent?documentId=0900001680994df7.

30	 �UNESCO (United Nations Educational, Scientific and Cultural 
Organisation) International Bioethics Committee, Report of the 
International Bioethics Committee of UNESCO (IBC) on the Ethical Issues 
of Neurotechnology, SHS/BIO/IBC-28/2021/3 Rev., 2021, https://unesdoc.
unesco.org/ark:/48223/pf0000378724.locale=en. 

31	 Ibid. 

32	 �R. Yuste et al., “Four Ethical Priorities for Neurotechnologies and AI”, 
Nature News, Vol.551, 2017, pp.159-163, https://www.nature.com/
articles/551159a; M. Ienca and R. Andorno, “Towards New Human Rights 
in the Age of Neuroscience and Neurotechnology”, Life Sciences, Society 
and Policy, Vol.13, 26 April 2017, https://lsspjournal.biomedcentral.com/
articles/10.1186/s40504-017-0050-1; Ienca et al., 2022. 

33	 �Neurorights Foundation, “Frameworks to Inform Neurotechnology Policy”,  
n.d., https://neurorightsfoundation.org/mission. 

34	 �D. Borbón and L. Borbón, “A Critical Perspective on NeuroRights: 
Comments Regarding Ethics and Law”, Frontiers in Human Neuroscience, 
Vol.15, 25 October 2021, https://doi.org/10.3389/fnhum.2021.703121. 

35	 Ibid. 

36	 �L. Guzmán,  “Chile: Pioneering the Protection of Neurorights”, UNESCO 
Courier, Issue 2022-1, 2022, https://en.unesco.org/courier/2022-1/chile-
pioneering-protection-neurorights. 

37	 �E. Strickland, “Worldwide Campaign for Neurorights Notches Its First Win: 
Chile Plans to Regulate All Neurotech and Ban the Sale of Brain Data”, 
IEEE Spectrum, 18 December 2021, https://spectrum.ieee.org/neurotech-
neurorights. 

38	 �A. Zúñiga-Fajuri et al., “Neurorights in Chile: Between Neuroscience 
and Legal Science”, in H. Martin (ed.), Developments in Neuroethics and 
Bioethics, 2021, pp.165-179, https://reader.elsevier.com/reader/sd/pii/S258
9295921000059?token=AFC1A5F7BFEDE603BA7FF739462CF4545BDEC8E
B7A469F062F414C5F40A70A376BCBCAC4EADA805DB958DF6E4435ED77
&originRegion=eu-west-1&originCreation=20220211152851. 

39	 �J.J. Fins, “The Unintended Consequences of Chile’s Neurorights 
Constitutional Reform: Moving beyond Negative Rights to Capabilities”, 
Neuroethics, Vol.15(26), 2022, https://doi.org/10.1007/s12152-022-09504-z. 

40	Ibid. 

41	 Borbón and Borbón, 2021. 

42	Strickland, 2021. 

43	 �S.Rainey, "Neurorights as Hohfeldian privileges" Neuroethics, 16 (9). 
2023. https://link.springer.com/article/10.1007/s12152-023-09515-
4#:~:text=From%20Hohfeld%2C%20this%20means%20that,in%20A's%20
pursuit%20of%20x.

44	�La Moncola, “The Government Adopts the Digital Rights Charter to 
Articulate a Reference Framework to Guarantee Citizens' Rights in the 
New Digital Age”, 14 July 2021, https://www.lamoncloa.gob.es/lang/en/
gobierno/news/Paginas/2021/20210713_rights-charter.aspx.  

45	 �J. Nelson, “Spain President Proposes Digital Rights Charter, Outlining 
Fundamental Rights of Individuals Online”, Jurist, 24 July 2021, https://
www.jurist.org/news/2021/07/spain-president-proposes-digital-rights-
charter-outlining-fundamental-rights-of-individuals-online/. 

46	La Moncola, 2021.

47	 �FDA (US Food and Drug Administration), “Implanted Brain-Computer 
Interface (BCI) Devices for Patients with Paralysis or Amputation – Non-
clinical Testing and Clinical Considerations”, Washington, DC, 20 May 
2021, https://www.fda.gov/media/120362/download. 

48	�S.M. Protenhauer et al., “Mobilizing the Private Sector for Responsible 
Innovation in Neurotechnology”, Nature Biotechnology, Vol.39, 2021, 
pp.661-664, https://www.nature.com/articles/s41587-021-00947-y. 

49	�H. Garden et al., “Responsible Innovation in Neurotechnology Enterprises”, 
OECD Science, Technology and Industry Working Papers, No. 2019/05, 
2019, https://doi.org/10.1787/9685e4fd-en.

50	Protenhauer et al., 2021.

51	 Ibid.

52	 �For instance, China has developed the concept of military-fusion 
where any civilian technology should be able to be weaponised. See US 
Department of State, “Military-Civil Fusion and the People’s Republic of 
China”, May 2020, https://www.state.gov/wp-content/uploads/2020/05/
What-is-MCF-One-Pager.pdf; M. Kosal and J. Putney, “Neurotechnology 
and International Security: Predicting Commercial and Military Adoption 
of Brain-Computer Interfaces in the United States and China”, Politics and 
the Life Science, Vol.1(23), 2022, doi:10.1017/pls.2022.21. 

53	 �J.M. Rickli and M. Ienca, “The Security and Military Implications 
of Neurotechnology and Artificial Intelligence”, in O. Friedrich 
et al. (eds), Clinical Neurotechnology Meets Artificial Intelligence, 
Berlin, Springer, pp.197-214, https://link.springer.com/
chapter/10.1007/978-3-030-64590-8_15.

54	 �Rickli and Mantellassi, 2022. 

55	 Rickli, 2020. 

56	 �E.D. Harris, Governance of Dual-Use Technologies: Theory and Practice, 
Cambridge, Mass., American Academy of Arts and Sciences, 2016, p.168, 
http://www.amacad.org/sites/default/files/academy/multimedia/pdfs/
publications/researchpapersmonographs/GNF_Dual-Use-Technology.pdf. 

57	 �STIP Compass, Homepage, 2021, https://stip.oecd.org/stip/.

58	 �UNESCO, “Go->Spin: Global Observatory of Science, Technology and 
Innovation Policy Instruments”, https://gospin.unesco.org/frontend/home/
index.php.

59	 �EUOS (EU Observatory for ICT Standardisation), “The EUOS in Brief”, 2023, 
https://www.standict.eu/euos.

https://www.cairn.info/revue-realites-industrielles-2021-3-page-7.htm?ref=doi
https://www.cairn.info/revue-realites-industrielles-2021-3-page-7.htm?ref=doi
https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=0900001680994df7
https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=0900001680994df7
https://unesdoc.unesco.org/ark:/48223/pf0000378724.locale=en
https://unesdoc.unesco.org/ark:/48223/pf0000378724.locale=en
https://www.nature.com/articles/551159a
https://www.nature.com/articles/551159a
https://lsspjournal.biomedcentral.com/articles/10.1186/s40504-017-0050-1
https://lsspjournal.biomedcentral.com/articles/10.1186/s40504-017-0050-1
https://neurorightsfoundation.org/mission
https://doi.org/10.3389/fnhum.2021.703121
https://en.unesco.org/courier/2022-1/chile-pioneering-protection-neurorights
https://en.unesco.org/courier/2022-1/chile-pioneering-protection-neurorights
https://spectrum.ieee.org/neurotech-neurorights
https://spectrum.ieee.org/neurotech-neurorights
https://reader.elsevier.com/reader/sd/pii/S2589295921000059?token=AFC1A5F7BFEDE603BA7FF739462CF4545BDEC8EB7A469F062F414C5F40A70A376BCBCAC4EADA805DB958DF6E4435ED77&originRegion=eu-west-1&originCreation=20220211152851
https://reader.elsevier.com/reader/sd/pii/S2589295921000059?token=AFC1A5F7BFEDE603BA7FF739462CF4545BDEC8EB7A469F062F414C5F40A70A376BCBCAC4EADA805DB958DF6E4435ED77&originRegion=eu-west-1&originCreation=20220211152851
https://reader.elsevier.com/reader/sd/pii/S2589295921000059?token=AFC1A5F7BFEDE603BA7FF739462CF4545BDEC8EB7A469F062F414C5F40A70A376BCBCAC4EADA805DB958DF6E4435ED77&originRegion=eu-west-1&originCreation=20220211152851
https://reader.elsevier.com/reader/sd/pii/S2589295921000059?token=AFC1A5F7BFEDE603BA7FF739462CF4545BDEC8EB7A469F062F414C5F40A70A376BCBCAC4EADA805DB958DF6E4435ED77&originRegion=eu-west-1&originCreation=20220211152851
https://doi.org/10.1007/s12152-022-09504-z
https://link.springer.com/article/10.1007/s12152-023-09515-4#:~:text=From%20Hohfeld%2C%20this%20means%20that,in%20A's%20pursuit%20of%20x
https://link.springer.com/article/10.1007/s12152-023-09515-4#:~:text=From%20Hohfeld%2C%20this%20means%20that,in%20A's%20pursuit%20of%20x
https://link.springer.com/article/10.1007/s12152-023-09515-4#:~:text=From%20Hohfeld%2C%20this%20means%20that,in%20A's%20pursuit%20of%20x
https://www.lamoncloa.gob.es/lang/en/gobierno/news/Paginas/2021/20210713_rights-charter.aspx
https://www.lamoncloa.gob.es/lang/en/gobierno/news/Paginas/2021/20210713_rights-charter.aspx
https://www.jurist.org/news/2021/07/spain-president-proposes-digital-rights-charter-outlining-fundamental-rights-of-individuals-online/
https://www.jurist.org/news/2021/07/spain-president-proposes-digital-rights-charter-outlining-fundamental-rights-of-individuals-online/
https://www.jurist.org/news/2021/07/spain-president-proposes-digital-rights-charter-outlining-fundamental-rights-of-individuals-online/
https://www.fda.gov/media/120362/download
https://www.nature.com/articles/s41587-021-00947-y
https://doi.org/10.1787/9685e4fd-en
https://www.state.gov/wp-content/uploads/2020/05/What-is-MCF-One-Pager.pdf
https://www.state.gov/wp-content/uploads/2020/05/What-is-MCF-One-Pager.pdf
https://link.springer.com/chapter/10.1007/978-3-030-64590-8_15
https://link.springer.com/chapter/10.1007/978-3-030-64590-8_15
http://www.amacad.org/sites/default/files/academy/multimedia/pdfs/publications/researchpapersmonographs/GNF_Dual-Use-Technology.pdf
http://www.amacad.org/sites/default/files/academy/multimedia/pdfs/publications/researchpapersmonographs/GNF_Dual-Use-Technology.pdf
https://stip.oecd.org/stip/
https://gospin.unesco.org/frontend/home/index.php
https://gospin.unesco.org/frontend/home/index.php
https://www.standict.eu/euos


14

People make peace and security possible

Geneva Centre for Security Policy
Maison de la paix
Chemin Eugène-Rigot 2D
P.O. Box 1295
1211 Geneva 1
Switzerland
Tel: + 41 22 730 96 00
e-mail: info@gcsp.ch
www.gcsp.ch

ISBN: 978-2-88947-315-1


